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NOAA definition of the difference between land cover and land use: 
https://oceanservice.noaa.gov/facts/lclu.html
Michigan State U. definition: 
https://www.canr.msu.edu/news/the_difference_between_land_use_and_land_cover



Populus plantations in Afghanistan are used to provide wood for building, like pictured in 
above figures. How would you define their land cover? Their land use?
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Visual interpretation of remote sensing imagery is extremely time consuming (example 
buildings and vegetation in Kabul, Afghanistan), and so we often use other methods for 
classifying land cover/land use. 











Definition: https://mapasyst.extension.org/whats-the-difference-between-a-supervised-
and-unsupervised-image-classification/



https://gisgeography.com/image-classification-techniques-remote-sensing/
Supervised classification: The process of using samples of known identity (i.e., pixels 
already assigned to information classes) to classify pixels of unknown identity (i.e., all the 
other pixels in the image)



If input training sample data is inaccurate, than the output classification will be inaccurate



http://gsp.humboldt.edu/OLM/Courses/GSP_216_Online/lesson6-1/unsupervised.html
 The process of automatically segmenting an image into spectral classes based on natural 

groupings found in the data
 The process of identifying land cover classes and naming them 





Examples of algorithms for supervised classification in ENVI: 
Maximum Likelihood: Assumes that the statistics for each class in each band are normally 
distributed and calculates the probability that a given pixel belongs to a specific class. Each 
pixel is assigned to the class that has the highest probability (that is, the maximum 
likelihood). This is the default.

Minimum Distance: Uses the mean vectors for each class and calculates the Euclidean 
distance from each unknown pixel to the mean vector for each class. The pixels are 
classified to the nearest class.

Mahalanobis Distance: A direction-sensitive distance classifier that uses statistics for each 
class. It is similar to maximum likelihood classification, but it assumes all class covariances 
are equal, and therefore is a faster method. All pixels are classified to the closest training 
data.

Spectral Angle Mapper: (SAM) is a physically-based spectral classification that uses an n-
Dimension angle to match pixels to training data. This method determines the spectral 
similarity between two spectra by calculating the angle between the spectra and treating 
them as vectors in a space with dimensionality equal to the number of bands. This 
technique, when used on calibrated reflectance data, is relatively insensitive to illumination 
and albedo effects.



Resources describing pixel based and object based. Pixel-based is always described as being 
either a supervised or unsupervised technique. OBIA often is as well, but sometimes the 
literature describes it separately.
https://gisgeography.com/image-classification-techniques-remote-sensing/
https://pro.arcgis.com/en/pro-app/help/analysis/image-analyst/overview-of-image-
classification.htm
http://www.fis.uni-bonn.de/en/recherchetools/infobox/professionals/image-
analysis/classification





https://gisgeography.com/image-classification-techniques-remote-sensing/
https://pro.arcgis.com/en/pro-app/help/analysis/image-analyst/overview-of-image-
classification.htm
http://gsp.humboldt.edu/olm_2016/courses/GSP_216_Online/lesson6-1/object.html
https://www.researchgate.net/publication/312172775_Object-based_and_Knowledge-
based_classification_techniques_in_urban_areas_using_Hyperspectral_imagery_and_LiDA
R_data
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Knowledge based classification -> criteria incorporated into an assembly algorithm such as 
this one on how to define forest versus other land cover type, based on physical 
characteristics.



http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.719.7072&rep=rep1&type=pdf



http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.719.7072&rep=rep1&type=pdf



http://citeseerx.ist.psu.edu/viewdoc/download?doi=10.1.1.719.7072&rep=rep1&type=pdf
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Use one slide from three options to end your presentation
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